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Project objectives

• This project aims to experiment implementing WMO discovery 
metadata as DCAT using the OGC API - Records draft standard. 
This project will also experiment actionable linkages with 
demonstration project 1 (AMQP/MQTT), search/access of 
collections of variables of NWP data, as well as enabling search 
capability against WIS 2.0 topics

https://www.w3.org/TR/vocab-dcat-2/
https://github.com/opengeospatial/ogcapi-records


Project team
Name Role Country

Jeremy Tandy Chair ET-W2AT UK

Chris Holmes
OGC (external 
consultation) USA

Douglas Fils

Consortium for Ocean 
Leadership (external 
consultation) USA

OGC MetOcean
Domain Working 
Group

Meteorological data 
discovery APIs 
(discussion, standards 
alignment)

Name Why / Role Country
Task Team on WIS Metadata (TT-WISMD)
Mr Tom KRALIDIS Chair Canada
Mr Guillaume AUBERT Member (RA VI) EUMETSAT
Mr Xinqiang HAN Member (RA II) China
Ms Hanane KAMIL Member (RA I) Morocco
Mr Jan OSUSKY Member (RA VI) HMEI
Ms Julia SIELAND Member (RA VI) Germany
Mr Ioannis MALLAS Member (RA VI) ECMWF
Mr Steve OLSON Member (RA IV) USA

WMO Secretariat
Ms Anna MILAN
Mr Enrico FUCILE

Presenter
Presentation Notes
Discussions with Jeremy Tandy: https://github.com/wmo-im/wis2-metadata-search/issues/1
Discussions with Douglas Fils: https://github.com/wmo-im/wis2-metadata-search/issues/2



• Collaboration
– SC-IMT
– ET-Metadata/TT-WISMD
– OGC MetOcean Domain 

Working Group
– Ocean Info Hub
– Open Geospatial Consortium / 

STAC

Project plan
Milestone Delivery Date

metadata design (types, 
crosswalk)

2021-03-31

demonstration 
(harvesting, search)

2021-09-30

final report 2021-10-31



STANDARDS AND WEB SERVICES LANDSCAPE / 
ECOSYSTEM EVOLUTION



• XML-RPC/CORBA
• SOAP/WSDL/UDDI
• Service Oriented Architecture (SOA)
• Strong concept of RDBMS backend
• OGC first generation services (WMS, WFS, WCS, WPS, CSW, 

etc.)
• XML Payloads

First Generation Web Services and Standards



• XML Payloads
– Heavy for web/mobile applications

• Overloading of native HTTP functionality / tunneling
– GET /api?request=GetRecordById&id=5
– GET /api?action=search&query=sea+ice

• Not using native HTTP status codes
– Returning a 200 for an error/exception

First Generation Web Services Realities



• Building for the 100% use case
– Given the 80/20 rule, the last 20% is usually difficult

• Data: Deep, complex content models
• APIs: overloaded methods, not “of the web”
• See OGC GML

First Generation Standards Realities



• Lack of mass market integration
– Complex machinery/architecture for services to be indexed/crawlable
– Challenging for web developers
– Challenging for mass market search

First Generation Services and Standards Realities



CURRENT STATE WEB SERVICES AND STANDARDS



• REST
– HTTP verbs

• GET /collections/foo/items/5
• GET /collections/foo/items?q=sea+ice

– HTTP status codes (200, 201, 400, 
404, etc.)

– URIs to identify resources
– Content negotiation (media types)
– Stateless

REST/JSON/OpenAPI
• JSON (JavaScript Object Notation)

– Small payload (no closing tags/keys)
– Very popular for web/mobile 

application data handling
– JSON Schema
– Same data structure / constructs in 

popular programming languages 
(Python, JavaScript, etc.)

– Rich tooling / ecosystem
– JSON is a foundational building block

• GeoJSON (RFC 7946)
• OGC API
• STAC

• OpenAPI
– How to describe a REST API
– Endpoints, methods, request 

parameters, responses



• 2016: GeoJSON
• 2017: W3C Data on the Web Best Practices

– https://www.w3.org/TR/dwbp

• 2017: W3C Spatial Data on the Web Best Practices
– https://www.w3.org/TR/sdw-bp

• 2017: OGC API Whitepaper
• 2018: STAC 
• 2018: OGC API development (https://ogcapi.org)

– https://ogcapi.ogc.org/apiroadmap.html

Standards Evolution

• Being webby/of the web
• Specifications developed 

on the Web
– GitHub 

(issues/discussion/collaboration)
– https://github.com/opengeospatial
– https://github.com/w3c

• Standards developed in 
AsciiDoc and released as HTML 
(first) and PDF
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Data on the Web Best Practices
This document provides Best Practices related to the publication and usage of data on the Web designed to help support a self-sustaining ecosystem. Data should be discoverable and understandable by humans and machines. Where data is used in some way, whether by the originator of the data or by an external party, such usage should also be discoverable and the efforts of the data publisher recognized. In short, following these Best Practices will facilitate interaction between publishers and consumers.
Spatial Data on the Web Best Practices
This document advises on best practices related to the publication of spatial data on the Web; the use of Web technologies as they may be applied to location. The best practices presented here are intended for practitioners, including Web developers and geospatial experts, and are compiled based on evidence of real-world application. These best practices suggest a significant change of emphasis from traditional Spatial Data Infrastructures by adopting an approach based on general Web standards. As location is often the common factor across multiple datasets, spatial data is an especially useful addition to the Web of data.



https://www.w3.org/TR/dwbp
https://www.w3.org/TR/sdw-bp
https://ogcapi.org/
https://github.com/opengeospatial
https://github.com/w3c


METADATA RECORDS



The Record Model

• OGC API – Records, Metadata Record Schema
– https://github.com/opengeospatial/ogcapi-

records/blob/master/core/openapi/schemas/recordGeoJSON.yaml

• Example (MSC NWP Global Model, 15km)
– https://github.com/OGCMetOceanDWG/ogcapi-records-metocean-

bp/blob/master/core/examples/msc.gdps.json
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Key constructs
Schema / payload is just a GeoJSON dialect
Themes/concepts, controlled vocabularies
Associations

https://github.com/opengeospatial/ogcapi-records/blob/master/core/openapi/schemas/recordGeoJSON.yaml
https://github.com/OGCMetOceanDWG/ogcapi-records-metocean-bp/blob/master/core/examples/msc.gdps.json


The Record Model







• datasetcollection: NWP model (OARec record metadata)
– dataset: NWP model output: air temperature (OARec record metadata)
– product options

• API endpoint to interrogate the data
• x/y/z/t (granule) (STAC Item with link to actual data asset)

• datasetcollection: surface weather observations (OARec record metadata)
– dataset: air temperature (OARec record metadata)
– product options

• API endpoint to interrogate the data
• x/y/z/t (granule) (STAC Item, with link to actual data asset, link to WIGOS metadata)

• datasetsetcollection: METAR
– dataset: air temperature (OARec record metadata)
– product options

• API endpoint to interrogate the data
• product: single message (granule) (STAC Item with link to actual data asset)

Metadata Granularity Examples



WIS 2.0 DISCOVERY, HARVEST, AND SEARCH



OGC API – Records
• OGC API effort/successor to CSW specification
• Extends OGC API – Features
• HTML, JSON
• Core record model (Dublin Core/DCAT/CSW 3)

• GeoJSON dialect
• Can be implemented as standalone catalogue or via API
• STAC relation: focus on EO, lower level metadata/granules
• Public RFC: Q1 2022



WMO Search Updates: WIS 2.0
• 1950s: data exchange via WMO Global 

Telecommunications System (GTS)
• 1970s: Manual on GTS
• 2007: WMO Information System (WIS)

• metadata and catalogue atop GTS
• Today:

• Earth System Monitoring and Prediction
• Big data
• Cloud

• WIS 2.0
• Simple data exchange
• Open Standards
• APIs
• PubSub
• Cloud WIS WIS 2.0
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A little history to start …

The WMO Global Telecommunications System (GTS), established in the 1970s was designed to enable WMO Members to share data and products with each other in support of operational weather forecasting. Over the last 40 years or so, the GTS has successfully moved indispensable, time-critical data between NMHSs day-in, day-out.  

But weather and climate data is important to everyone. So WMO Congress commissioned the WMO Information System (WIS) in 2007. 

WIS builds on and incorporates the GTS, adding a data catalogue, data discovery portal and additional mechanisms for users to subscribe to and download data shared on the GTS. It is comprised of hundreds of data providing centres from across the globe (Data Collection and Production Centres, and National Centres), plus 15 Global Information System Centres (or GISCs) that are regional hubs for search, discovery, and access to data. 

The original WIS is a child of its time – designed circa 2005. It’s based on service-oriented architecture principles, uses complex ISO 19115/19139-based XML for metadata, and is not well integrated into the Web. Since 2005, we’ve seen a move towards “webby” applications, with good practice characterised in the W3C Data on the Web and W3C Spatial Data on the Web Best Practices. In summary: Resource-oriented architecture, RESTful Web services, and JSON and HTML as core formats.

This is a journey that OGC has been on for some time now, and many of the OGC API standards appear ripe for inclusion in WIS2. 

Our aim for WIS2 is to increase data provider participation by lowering the technical barriers to entry, and from the data consumer perspective, make weather and climate data Findable, Accessible, Interoperable, and Reusable (FAIR).


 




User stories

• NWP centre operator (find/bind/analyze/integrate/publish)
• Forecaster (find/analyze)
• Start-up (find)
• Developer (find/bind)
• Casual user (find)

Presenter
Presentation Notes
As part of requirements gathering [10], the following user stories provide a description of features that are relevant to WIS 2.0 metadata and search, and are cast from a user perspective:
As an NWP center operator I want to quickly and easily publish information about the data that my centre provides and update it as needed in a (semi)automated way using the information that I already have in my vast databases so that I can concentrate on my core business
As the leader of a forecasting team of a national meteorological institution, I would like to be able to find more sources of data that might be relevant/useful for the work of my team, notably NWP and satellite imagery so that we could further improve our predictions. That should work for unprocessed outputs of a prediction model or a satellite as well as for services that offer more sophisticated access to the data, e.g. tailing
As an entrepreneur (start-up) that provides (wants to provide) tailored weather information I want to be able to find services (free or commercial) that provide meteorological data in a cloud or even better, provide customizable processing of such data - to be able to build my own service on top of it. And I want to be able to find out if a new such service appears or if an existing one changes its abilities so that my company can keep on advancing
As a software developer (working for a national met center or a private company), I would like to find a relevant technical description of the service (API) that my boss wants me to integrate with, so that the declared interoperability becomes reality
As a user I would like to search for real-time observations for a given time and geographical area of interest so that I can have up to date information on weather for my city
As a web developer I would like to access to a search API that provides easy to read documentation, examples, and a simple, intuitive RESTful API with JSON so that I can integrate into my web application quickly
As a GIS professional, I would like to search for weather/climate/water data from my GIS Desktop support tool so that I can integrate forecast data into my workflow
The following WIS 2.0 marketing video [11] adds the following user stories:
As an everyday user, I would like to find easy to understand and precise weather data so that I can plan to have people over for an outdoor BBQ on a nice day
As a smart home owner, I would like access to frequently updated data so that I can keep my smart home monitoring up to date
As a weather specialist, I would like to access weather data in native data formats and subscribe to product updates, so that I can provide tailor made weather services to my users




WIS 2.0 Architecture
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There are three modes of data provision that we see in WIS2.

The first is publishing simple files via HTTP or FTP. This is still a Web-based API – just a very simple one. Consuming data files is how operations in the global meteorological community works today. It’s here to stay for the time being.

Second, we have interactive Web APIs, such as OGC-API being developed here. We also see the need to provide asynchronous APIs to distribute messages and notifications in real-time. 

Finally, we have cloud-based hosted processing for when the data gets really big. But that’s a complex story for another day; one that we’re only just starting to properly consider.


How do I publish metadata about by data (and services)?

First, let’s just clarify that as much as we expect many users to start looking for data via their favourite search engine, WIS still needs it’s own definitive catalogue. Search engines provide huge value, but can also be overly helpful – sometimes filtering, or even excluding, results. So we need a “vanilla” search experience. We also need to have an authoritative “list” of the data included in WIS – quality data whose inclusion in WIS has been approved by a countries Permanent Representative to WMO.

So how do we populate this catalogue? First – we make sure that we’re only including the smallest amount of information, or metadata, needed to support the functions of the WIS Catalogue. We envisage always referring users back to the originator for a full description. But how to publish that minimal metadata?

For our Web-native WIS2, the easiest way to for data publishers to provide metadata would be to publishing static files – like a STAC static catalogue. These could be crawled by the GISC and incorporated into the definitive WIS catalogue. A more sophisticated data owner could provide an OARec end-point to browse and discover its data. The GISC could harvest metadata from this OARec endpoint – noting that a harvesting extension to OARec is currently in discussion.

STAC recommends providing HTML pages for humans alongside the JSON documents. Embedded (schema.org) markup helps search engines index the metadata. An OARec end-point should be able to autogenerate these pages – so we’re all good here.

Of course, if data owners decide not to publish HTML with embedded schema.org markup  alongside their STAC catalogue, then (i) it won’t be easy for humans to use, and (ii) search engines won’t crawl it, so their data won’t be discoverable via the search engines, which means that (some) users won’t find it at all. But at least their data will be discoverable when searching the WIS Catalogue.

So – the requirement for WIS2 that all NCs and DCPCs will be required to publish on the Web metadata describing their data holdings for GISCs to incorporate into the definitive WIS Catalog, either in STAC, or via an OARec end-point. How does that sound? Are there other formats or mechanisms we should be considering?

There seems little point in having GISCs crawl the data owner’s HTML pages , because these may or may not exist. Why make things more complicated than needed – we’re already planning to support two machine-readable formats. We’ll leave the HTML pages for the search engine crawlers!



 

 



Data publication mechanisms
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Web API: OGC-API, OpenAPI, (AsyncAPI) 
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The first is publishing simple files via HTTP or FTP. This is still a Web-based API – just a very simple one. Consuming data files is how operations in the global meteorological community works today. It’s here to stay for the time being.

Second, we have interactive Web APIs, such as OGC-API being developed here. We also see the need to provide asynchronous APIs to distribute messages and notifications in real-time. 

Finally, we have cloud-based hosted processing for when the data gets really big. But that’s a complex story for another day; one that we’re only just starting to properly consider.
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How do I publish metadata about by data (and services)?

First, let’s just clarify that as much as we expect many users to start looking for data via their favourite search engine, WIS still needs it’s own definitive catalogue. Search engines provide huge value, but can also be overly helpful – sometimes filtering, or even excluding, results. So we need a “vanilla” search experience. We also need to have an authoritative “list” of the data included in WIS – quality data who’s inclusion in WIS has been approved by a countries Permanent Representative to WMO.

So how do we populate this catalogue? First – we make sure that we’re only including the smallest amount of information, or metadata, needed to support the functions of the WIS Catalogue. We envisage always referring users back to the originator for a full description. But how to publish that minimal metadata?

For our Web-native WIS2, the easiest way to for data publishers to provide metadata would be to publishing static files – like a STAC static catalogue. These could be crawled by the GISC and incorporated into the definitive WIS catalogue. A more sophisticated data owner could provide an OARec end-point to browse and discover its data. The GISC could harvest metadata from this OARec endpoint – noting that a harvesting extension to OARec is currently in discussion.

STAC recommends providing HTML pages for humans alongside the JSON documents. Embedded (schema.org) markup helps search engines index the metadata. An OARec end-point should be able to autogenerate these pages – so we’re all good here.

Of course, if data owners decide not to publish HTML with embedded schema.org markup  alongside their STAC catalogue, then (i) it won’t be easy for humans to use, and (ii) search engines won’t crawl it, so their data won’t be discoverable via the search engines, which means that (some) users won’t find it at all. But at least their data will be discoverable when searching the WIS Catalogue.

So – the requirement for WIS2 that all NCs and DCPCs will be required to publish on the Web metadata describing their data holdings for GISCs to incorporate into the definitive WIS Catalog, either in STAC, or via an OARec end-point. How does that sound? Are there other formats or mechanisms we should be considering?

There seems little point in having GISCs crawl the data owner’s HTML pages , because these may or may not exist. Why make things more complicated than needed – we’re already planning to support two machine-readable formats. We’ll leave the HTML pages for the search engine crawlers!



 



OARec

Searching the WIS Catalogue, finding 
data
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To enable data consumers to find the data we need, GISCs will have to provide a search function. Humans will search via their browser – machines need an API. OARec looks like it will fit the bill. As it’s scheduled to be approved as a standard in Dec 2021, it should be eligible for normative inclusion in WIS2.

OARec will allow users (or software agents) to traverse, browse and search the WIS catalogue. 

Maybe in future we might suggest alternative, or additional, APIs for search. This should be achievable so long as the GISC implementation decouples how the catalogue/collection/item records are persisted from the API exposed to users.  

Alternatively, users should be able to find things via search engines – so long as the datasets have been crawled and indexed. It’s also worth noting that users could easily browse the metadata published by the data provider. Nothing wrong with that – but aggregating at the GISC means that all the data can be found in one place.

In WIS we think of data as the first class citizen. Operations on the data (e.g. services) come second. So - a user first finds the data they’re interested in, then the services through which they can interact with that data. In OARec, metadata about the services is provided via the “associations” property. We’d recommend that the metadata will refer users to an interactive service where they can traverse and browse the dataset in detail, selecting what they need. At worst, the user will be dropped into a Web Accessible Folder where they’ll have to try and make sense of filenames.





 



Aggregation vs. Distributed Search?

Presenter
Presentation Notes
But WIS is a global system. Each GISC is a regional hub; collecting metadata from it’s affiliated centres. How do users from other regions discover this data?

Metadata collected in one GISC has to be made visible to other GISCs so that their users can search it too – via the local portal or OARec end-point. This metadata will provide all the information needed for them to access the data itself.

Users may prefer to use their favourite search engine for this. But many may prefer to search the WIS Catalogue to find authoritative data.

We have two implementation choices for GISCs…
Aggregation: every GISC harvests the records from peer GISC’s OARec end-points, so every GISC has a copy of the entire catalogue. This is robust and resilient, but adds complexity of harvesting – albeit that each GISC will likely already be harvesting from OARec end-points of their affiliated centres.
Distributed search: GISCs offer users an option to "search other GISCs", in which case the GISC proxies the user's search request to (preconfigured) set of OARec end-points operated by peer GISCs. This means simpler (meta)data management for GISCs as they would only be managing metadata from their affiliated centres. But this is at the cost of brittleness as there would be no resilience if a GISC was offline. We would also need to filter out potential duplicate records retrieved from multiple sources. Etc.

What’s you thinking. Which is best and why?



 



Benefits: Broad Interoperability

• It’s just JSON; will work with any JSON tooling
• It’s GeoJSON; will work with any GIS tooling!
• Interoperability with Google and mass market search
• JSON-LD/schema.org



Community Standardization Work

• WMO Expert Team on Metadata Standards
• Task Team on WIS Metadata
• WCMP 2.0

• OGC MetOceanDWG
• MetOcean Best Practices for OGC API – Records

• Extension to OGC API - Records
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The WMO Standing Committee on Information Management and Technology is supported by an Expert Team on Metadata Standards (WIS, WIGOS).  Within ET-Metadata,
a task team on WIS Metadata exists to develop and maintain WIS metadata, associated codelists, key performance indicators/metrics.  A key task is defining the next WIS
Metadata Standard.  The group is currently discussing various standards as part of the recommendation for WIS 2.0.  Search standards are part of this work given the
close relationship between the content model and the API.  Documentation, migration and support is also key to this group, and a number of migration strategies, workflows
and tooling will be produced to help members migrate from ISO 19115 to the new standard.

There exists a WIS 2.0 metadata search pilot which aligns with the direction described earlier and relevant WIS 2.0 principles.  Much of the discussion on is feeding into
this pilot, which will provide a demo of capabilities.  The pilot will also help cross pollinate with other communities of interest such as OceanInfoHub (https://oceaninfohub.org).

There exists work in MetOceanDWG to define a OARec profile, to which most of the work has been in discussing metadata models, granularity and controlled vocabularies/codelists.

How do all of these fit together?  The exercises/lessons learned from various communities will fold into a WMO record schema (which may just be a minting of an existing out of the
box metadata standard/model with requirements on various properties, themes, concepts, and codelists.



WIS 2 Principles in the project

• 1 WIS 2.0: adopts Web technologies and leverages industry 
best practices and open standards

• HTTP, RESTful design patterns, as well as the evolving OGC API 
suite of standards



WIS 2 Principles in the project

• 2 WIS 2.0: uses Uniform Resource Locators (URL) to identify 
resources (i.e. Web pages, data, metadata, APIs)

• Resource Oriented Architecture (ROA)
• IANA link relations in support of the hypermedia



WIS 2 Principles in the project

• 3 WIS 2.0: prioritizes use of public telecommunications 
networks (i.e. the Internet) when publishing digital resources

• Leveraging the Web as the platform



WIS 2 Principles in the project
• 4 WIS 2.0: requires provision of Web service(s) to access or 

interact with digital resources (e.g. data, information, 
products) published using WIS

• Discovery as a web service (API) as well as hypermedia controls 
to related actionable services/APIs

• “Web services” mean either static resources or API machinery



WIS 2 Principles in the project

• 6 WIS 2.0: will add open standard messaging protocols that use 
the publish-subscribe message pattern to the list of data 
exchange mechanisms approved for use within WIS and GTS

• Actionable hypermedia controls to protocols and services put 
forth in Demonstration project 1 (Exploring the use of message 
querying protocols for GTS data exchange)



WIS 2 Principles in the project

• 10 WIS 2.0: will provide a catalogue containing metadata that 
describes both data and the service(s) provided to access that 
data

• OGC API - Records as an approach for cataloguing WIS 
metadata for data and services and other resources



WIS 2 Principles in the project

• 11 WIS 2.0: encourages data providers to publish metadata 
describing their data and Web services in a way that can be 
indexed by commercial search engines

• Enabling WIS metadata for SEO and mass market 
interoperability



Mass Market Interoperability





Project data standards
• Agnostic: the core focus of the pilot is on discovery metadata, 

providing a gateway to data
– GRIB2, BUFR/CREX
– GeoTIFF/CF-NetCDF
– OGC Web Services/APIs

• Maps (PNG/JPEG)
• Coverages (GeoTIFF, CF-NetCDF)
• Features (GeoJSON, CSV)



Project metadata standards
Functions Standard(s)

• Catalogue/discovery
• Discovery metadata management (collections)
• Harvesting/federation
• Reporting

• OGC API – Records 
(OARec)

• metadata representation of various granularities 
(collections, items/assets)

• OARec record schema
• SpatioTemporal Asset 

Catalog (STAC)
• Schema.org/JSON-LD

• Content models baselined with GeoJSON



Data discovery
• Discovery is key to this pilot project
• The existence of a resource (data, services, processes, etc.)
• Filtering capabilities

– Spatial (bbox=-152,42,-52,84)
– Temporal (i.e. datetime=2000-11-11/2001-11-11)
– Aspatial (title=foo)
– Freetext (q=sea ice)

• Query capabilities
– Sorting (sortby=-title,description)
– Paging (limit=0&startindex=1000)

• Content negotiation
– Schema (schema=iso19139)
– Format (f=json, f=html)



Data Discovery





Data exchange

• Data exchange is facilitated indirectly from enabling users to 
“bind” to actionable links



Input to WIS2
• Build out topic hierarchy with Project 1

– Expressed in metadata
– Queryable via OARec API

• Build out a data identification scheme / granularity
• Metadata provisioning via a basic catalogue or API provisioning

– OGC API – Records
– STAC Items

• Key performance indicators
• Documentation / cookbooks for onboarding, migration, 

publication, and use



Resources / Outputs
• WIS 2.0 pilot report (in progress)

– https://github.com/wmo-im/wis2-metadata-search
• OGC API – Records – Part 1: Core draft

– http://docs.ogc.org/DRAFTS/20-004.html
• pygeoapi OGC API Python Server

– https://pygeoapi.io

• OGC API – Records clients
– OWSLib: https://geopython.github.io/OWSLib
– QGIS MetaSearch: 

https://docs.qgis.org/latest/en/docs/user_manual/plugins/core_plugins/plugins
_metasearch.html
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Report is in progress
OARec specification: draft RFC planned for 2022 Q1
pygeoapi OARec support implemented in February 2021 in collaboration with open source geospatial community, OGC
OWSLib OARec support implemented April 2021 in collaboration with OGC
QGIS OARec support implemented throughout 2021 in collaboration with open source geospatial community, OGC

https://github.com/wmo-im/wis2-metadata-search
http://docs.ogc.org/DRAFTS/20-004.html
https://pygeoapi.io/
https://geopython.github.io/OWSLib
https://docs.qgis.org/latest/en/docs/user_manual/plugins/core_plugins/plugins_metasearch.html


Thank you
Merci
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